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1 STATE OF THE ART FOR BIAS EVALUATION 

Artificial intelligence (AI) systems are socio-technical systems whose behaviour and outputs can harm 
people. Bias in AI systems can harm people in various ways. Bias can result from interconnected 
factors that may together amplify harms such as discrimination (European Union Agency for 
Fundamental Rights, 2022; Weerts et al., 2023). Mitigating bias in AI systems is important and 
identifying the sources of bias is the first step in any bias mitigation strategy. 

1.1 Sources of bias 
The AI pipeline involves many choices and practices that contribute to biased AI systems. Biased data 
is just one of the sources of biased AI systems, and understanding its various forms can help to detect 
and to mitigate the bias. In one application, the lack of representative data might be the source of 
bias, e.g., medical AI where data from women with heart attacks is less represented than men in the 
dataset. In another, the proxy variables that embed gender bias might be the problem, e.g., in résumé 
screening. Increasing the dataset size for women could help in the former case, but not in the latter 
case.  

In addition to bias from data, AI systems can also be biased due to the algorithm and the evaluation. 
These three sources of bias are discussed next. 

1.1.1 Bias from data 

1. Historical bias: When AI systems are trained on historical data, they often reflect societal bias 
which are embedded in the dataset. Out-of-date datasets with sensitive attributes and related 
proxy variables contribute to historical bias. This can be attributed to a combination of factors: 
how and what data were collected and the labelling of the data, which involves subjectivity 
and the bias of the labeller. An example of historical bias in AI systems has been shown with 
word embedding (Garg et al., 2018), which are numerical representations of words and are 
used in developing text generation AI systems. 

2. Representation bias: Representation bias is introduced when defining and sampling from the 
target population during the data collection process. Representation bias can take the form 
of availability bias and sampling bias. 

a. Availability bias: Datasets used in developing AI systems should represent the chosen 
target population. However, datasets are sometimes chosen by virtue of their 
availability rather than their suitability to the task at hand. Available datasets often 
underrepresent women and people with disabilities. Furthermore, available datasets 
are often used out of context for purposes different from their intended purpose 
(Paullada et al., 2021). This contributes to biased AI systems. 

b. Sampling bias: It is usually not possible to collect data about the entire target 
population. Instead, a subset of data points related to the target population is 
collected, selected and used. This subset or sample should be representative of the 
target population for it to be relevant and of high quality. For instance, data collected 
from scraping Reddit or other social media sites are not randomized and are not 
representative of the population that don’t use these sites. Such data are not 
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generalizable for wider population beyond these sites. And yet, the data are used in 
AI models deployed in other contexts. 

When defining the target population, the subgroups with sensitive characteristics 
should be considered. An AI system built using a dataset collected from a city will only 
have a small percentage of certain minority groups, say 5%. If the dataset is used as-
is, then the outputs of this AI system will be biased against this minority group because 
they only make up 5% of the dataset and the AI system has relatively less data to learn 
from about them. 

3. Measurement bias: Datasets can be the result of measurement bias. Often, the data that is 
collected is a proxy for the desired data. This proxy data is an oversimplification of the reality. 
Sometimes the proxy variable itself is wrong. Furthermore, the method of measurement, and 
consequently, the collection of the data may vary across groups. This variation could be due 
to easier access to the data from certain groups over others. 

4. Aggregation bias: False conclusions may be drawn about individuals or small groups when the 
dataset is drawn from the entire population. The most common form of this bias is Simpson’s 
paradox (Blyth, 1972) where patterns observed in the data for small groups disappear when 
only the aggregate data over the entire population is considered. The most well-known 
example of this comes from the UC Berkeley admissions in 1973 (Bickel et al., 1975). Based on 
the aggregate data, it seemed that women applicants were rejected significantly more than 
men. However, the analysis of the data at the department level revealed that the rejection 
rates were higher for men in most departments. The aggregate failed to reveal this because a 
higher proportion of women applied to departments with low overall acceptance rate than 
they did to departments with high acceptance rate. 

1.1.2 Algorithm bias 

Although much of the discussion around bias focusses on the bias from data, other sources of bias 
that contribute to discriminatory decisions should not be overlooked. In fact, AI models reflect biased 
outputs not only due to the datasets but also due to the model itself (Hooker, 2021). Even when the 
datasets are not biased and are properly sampled, the algorithmic choices can contribute to biased 
decisions. This includes the choice of objective functions, regularisations, how long the model is 
trained, and even the choice of statistically biased estimators (Danks & London, 2017).  

The various trade-offs made during the design and development process could result in discriminatory 
outputs. Such trade-offs can include model size and the choice of privacy protection mechanisms 
(Ferry et al., 2023; Fioretto et al., 2022; Kulynych et al., 2022). Even with Diversity in Faces (DiF) dataset 
that has broad coverage of facial images, an AI model trained with certain differential privacy 
techniques disproportionately degrades performance for darker-skinned faces (Bagdasaryan et al., 
2019). Furthermore, techniques to compress AI models can disproportionally affect the performance 
of AI models for people with underrepresented sensitive attributes (Hooker et al., 2020). 

1.1.3 Evaluation bias 

The performance of AI systems is evaluated based on many metrics, from accuracy to “fairness”. Such 
assessments are usually performed against a benchmark, or a test dataset. Evaluation bias arises at 
this stage because the benchmark itself could contribute to bias.  
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AI systems can perform extremely well against a specific test dataset, and this test performance may 
fail to translate into real-world performance due to “overfitting” to the test dataset. This is especially 
a problem if the test dataset carries over historical, representation or measurement bias. 

For instance, if the test dataset was collected from the USA, it is unlikely to be representative for the 
population in Germany; or, if the dataset was collected in 2020 during COVID-19 but used in a medical 
setting in a non-COVID-19 year. This means, that even if the bias in the training dataset is mitigated, 
bias might creep in at the evaluation stage.  

1.1.4 Sources of bias in facial recognition technology 

Historical, representation and evaluation bias are the main causes of bias in facial recognition 
technology (FRT) and, more broadly, image recognition. This is because the training and benchmark 
datasets are constructed from publicly-available image datasets, often through web scraping, that are 
not representative of different groups and different geographies (Raji & Buolamwini, 2019). 

Databases such as Open Images and ImageNet mostly contain images from the USA and the UK 
(Shankar et al., 2017). IJB-A and Adience have been shown to mostly contain images of people with 
light-skin and underrepresenting people with dark skin (Buolamwini & Gebru, 2018). Furthermore, 
racial slurs and derogatory phrases get embedded during the labelling process of images (Birhane & 
Prabhu, 2021; Crawford & Paglen, 2021). And despite datasets being flagged for removal, some of 
these datasets are still being used (Peng, 2020). If these are used for training and/or testing FRT, then, 
by design, they’ll be biased.  

Even datasets that attempt to address the problem can fail in the process. IBM’s “Diversity in Faces” 
dataset was introduced to address the lack of diversity in image datasets (Merler et al., 2019). 
However, it raised more concerns (Crawford & Paglen, 2021). First, the images were scraped from the 
website Flickr without the consent of the site users (Salon, 2019). Second, it uses skull shapes as an 
additional measure, which has historically been used to show racial superiority of white people and, 
hence, embeds historical bias (Gould, 1996). Finally, the dataset was annotated by three Amazon Turk 
workers who guessed the age and gender of the images that were scraped.  

1.1.5 Sources of bias in generative AI 

Generative AI allows for the generation of content including text, images, audio and video. The sources 
of bias discussed in the previous sections—bias from data, algorithm bias and evaluation bias—get 
carried over to AI that generates content. In addition, generative AI systems are developed with large 
amounts on uncurated data scraped from the web. This adds an additional layer of risk as the 
developers would lack adequate knowledge about the data and its statistical properties, making it 
harder to assess the sources of bias. 

Furthermore, many of the generative AI models are developed without an intended purpose. A pre-
trained model is built and then applications are developed on top of this pre-trained model by other 
organisations. Thus, the source of bias can be in the pre-trained model and in the context of the 
downstream application. When bias is embedded in the pre-trained model, the bias will propagate 
downstream to all the applications. 

Generative AI datasets can reflect historical bias, representation bias and evaluation bias (Bender et 
al., 2021). Bias can also arise due to data labelling, especially when fine-tuning a pre-trained model for 
a specific application.  Labels or annotations are often added to the data by underpaid workers and 
Amazon Turks. They may choose the wrong labels because they are distracted, or worse, because they 
embed their own bias by not being from the representative population where the AI system will be 
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deployed. This is especially the case when more than one label could potentially apply to the data 
(Plank et al., 2014).  

Although the dataset used for pre-trained model is currently neither curated nor labelled by humans 
(which organisations claim to be costly), the process of reinforcement learning from human feedback 
used by companies developing generative AI introduces the same biases, albeit at a later stage in the 
development process. 

Even when the text datasets are well-labelled, they can contain societal bias that arise due to spurious 
correlations, which are statistical correlations between features and outcomes. In the case of text 
generative AI, such spurious correlations can be observed with word embeddings, which underlie text 
generative AI (Garg et al., 2018): e.g., ‘man’ being associated with ‘programming’ and ‘woman’ being 
associated with ‘homemaker’. Furthermore, as these are mathematical objects, the contextual 
information about the words get lost, and they have been observed to output “doctor” - “father” + 
“mother” as “nurse.” Pre-trained language models such as GPT that rely on uncurated datasets are 
also susceptible to this issue (Tan & Celis, 2019), and merely increasing the size of the model does not 
address the problem (Sagawa et al., 2020). 

1.2 Methods to address bias 

No automated mechanism can fully detect and mitigate bias (Wachter et al., 2020). There are inherent 
limitations with technical approaches to address bias (Buyl & De Bie, 2024). These approaches are 
necessary, but not sufficient for AI systems, which are socio-technical systems (Schwartz et al., 2022). 
The most appropriate approaches depend on the specific context for which the AI system is developed 
and used. Moreover, the contextual and socio-cultural knowledge should complement these technical 
approaches. 

Based on when the intervention is made in the AI lifecycle to mitigate bias, the technical methods and 
techniques to address bias can be classified into three types (d’Alessandro et al., 2017): 

1. Pre-processing:  These techniques modify the training data before it is used to train an AI 
model to obscure the associations between sensitive variables and the output. Pre-processing 
can help identify historical, measurement and representational bias in data. 

2. In-processing: These techniques change the way the AI training process is performed to 
mitigate bias through changes in the objective function or with an additional optimisation 
constraint.  

3. Postprocessing: These techniques treat the AI model to be opaque and attempt to mitigate 
bias after the completion of the training process. The assumption behind these techniques is 
that it is not possible to modify the training data or the training/learning process to address 
the bias. Thus, these techniques should be treated as a last resort intervention. 

Merely removing sensitive variables from the dataset is not an effective approach to mitigate bias due 
to the existence of proxy variables (Dwork et al., 2012; Kamiran & Calders, 2012).  

Pre-processing approaches are agnostic to the AI type as it focusses on the dataset. This is an 
important advantage. Furthermore, many of the approaches have been developed and tested over 
the past decade and are more mature than in-processing techniques. Pre-processing approaches are 
early-stage intervention and can assist with changing the design and development process. However, 
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if these techniques are the only intervention used, they might give the illusion that all the bias has 
been resolved—which is not the case (Obermeyer et al., 2019). they are only the starting point.  

For regulators, preprocessing techniques are useful only if they have access to the datasets that were 
used to train the model. Furthermore, the regulator needs to consider whether other in-processing 
and post-processing techniques were used by the developer and deployers of the AI system. 

1.2.1 Pre-processing 

1. Data provenance (Cheney et al., 2009; Gebru et al., 2018): Data provenance is an essential 
step before other methods to mitigate bias from data can be used. It attempts to answer 
where, how and why the dataset came to be, who created it, what it contains, how it will be 
used, and by whom. In the area of machine learning, the term ‘datasheet’ is more commonly 
used. Data provenance can, in the context of data protection, include the listing of personal 
data and non-personal data.  

2. Causal analysis (Glymour & Herington, 2019; Salimi et al., 2019): Datasets used to train AI 
models often include relationships and dependencies between sensitive and non-sensitive 
variables. Thus, any attempts to mitigate bias in the dataset requires understanding the 
relationships between these variables. Otherwise, non-sensitive variables could act as proxies 
for the sensitive variables. Causal analysis helps with identifying these proxies, often in the 
form of visualizing as a graph the link between the variables in the dataset.  

Causal analysis can be extended to “repair” the dataset by removing the dependencies based 
on pre-defined “fairness” criteria.1 However, this approach relies on prior contextual 
knowledge about the AI model and its deployment, in addition to being computationally 
intensive for large datasets. 

3. Transformation (Calmon et al., 2017; Feldman et al., 2015; Zemel et al., 2013): These 
approaches include transforming the data into a less biased representation.  These 
transformations could involve editing the labels such that they become independent of 
specific protected groupings or based on specific “fairness” objectives. 

Transformations are not without limitations. First, transformations usually affect the 
performance of the AI model and there is an inherent trade-off between bias mitigation and 
performance when using this approach. Second, transformations are limited to numerical 
data and cannot be used for other kinds of datasets. Third, this approach is susceptible to bias 
persisting due to the existence of proxy variables. For this reason, the use of this approach 
should be preceded by causal analysis to understand the links between the special category 
data and the proxy variables in the starting dataset. Even then, there is no guarantee that the 
transformations have eliminated the relationship between the special category data and 

                                                           
1 The technical literature uses the term "fairness" and there are numerous definitions and metrics of "fairness" 
(Hutchinson & Mitchell, 2019). Many of these have been developed in the context of the USA, some based on 
the “four-fifths rule” from US Federal employment regulation, which are not valid in other contexts and 
countries (Watkins et al., 2022). Furthermore, these metrics are incompatible with each other (Kleinberg et al., 
2016). 
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proxy variables. Third, transformations could make the AI model less interpretable (Lepri et 
al., 2018). 

4. Massaging or relabeling (Kamiran & Calders, 2012): Relabeling is a specific type of 
transformation to strategically modify the labels in the training data such that the distribution 
of positive instances for all classes is equal. For example, if a dataset contains data about men 
and women, the proportion of the dataset that is labelled ‘+’ for women should be the same 
as that for men. If the proportion is less for women, then some of the datapoints for women 
that were close to being classified as ‘+‘ but were initially labelled ‘-’ will be changed, and the 
reverse will be done for datapoints for men. This approach is not restricted to training dataset 
and can also be used for validation and test datasets. 

5. Reweighing (Calders et al., 2009; Jiang & Nachum, 2020; Krasanakis et al., 2018): Instead of 
changing the labels in the dataset, this approach adds specific ‘weight’ for each data point to 
adjust for the bias in the training dataset. The weights can be chosen based on three factors: 
(1) the special categories of personal data along with the probability in the population of this 
sensitive attribute, (2) the probability of a specific outcome [+/-] and (3) observed probability 
of this outcome for a sensitive attribute. 

For instance, women constitute 50% of all humans, and if the label ‘+’ is assigned to 60% of all 
data in the data set, then 30% of the dataset should contain women with a ‘+’ label. However, 
if it is observed that only 20% of dataset has women with a ‘+’ label, then a 1.5 weight is 
appended to women with a ‘+’ label, 0.75 is appended to men with a ‘+’ label, and so on, to 
adjust for the bias. 

Alternatively, a more dynamic approach can be taken by training an unweighted classifier to 
learn the weights and then retrain the classifier by using those weights.2  

Reweighing is more suitable for small models where retraining is not too expensive in terms 
of cost and resources.  

6. Resampling (Kamiran & Calders, 2012): In contrast to the previous methods, the resampling 
method does not involve adding weights to the sample, nor does it involve changing labels in 
the training dataset. Instead, this approach focusses on how samples from the dataset are 
chosen to be used for training such that a balanced set of samples is used for training. Data 
from the minority class can be duplicated, or “oversampled”, while data from the majority 
class can be skipped, or “under-sampled”. The choice usually depends on the size of the entire 
dataset and the overall impact on the performance of the AI model. For instance, under-
sampling requires datasets with sufficiently large amounts of data from the different classes. 

7. Generating artificial training data (Sattigeri et al., 2019): When the quantity of available data 
is limited, especially for unstructured data such as images, a generative process can be used 
to develop the dataset. The use of generative adversarial networks (GAN) which includes 
specific bias considerations can contribute to generating and using less biased datasets for 

                                                           
2 This process of training an unweighted model first, makes this approach of reweighing a mix of in-processing 
and pre-processing. 
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training. This approach assumes that an appropriate fairness criterion is available, which is a 
strong assumption, and it requires significant computing power. 

1.2.2 In-processing 

1. Regularisation (Kamishima et al., 2012): Regularisation is used in machine learning to penalise 
undesired characteristics. This approach was primarily used to reduce over-fitting but has 
been extended to address bias. This approach penalises classifiers with discriminatory 
behaviour. It is a data-driven approach that relies on balancing fairness (as defined by a chosen 
fairness metric) and a performance metric such as accuracy or the ratio between true positive 
rate and false positive rate for minority groups (Bechavod & Ligett, 2017).  

While this approach is generic and flexible, it relies on the developer choosing the most 
suitable metric, which allows for gamification. In addition, there are also concerns that not all 
fairness measures are equally affected by regularisation parameters (Stefano et al., 2020). 
Furthermore, this approach could result in reduced accuracy and robustness. 

2. Constrained optimisation (Agarwal et al., 2018; Zafar et al., 2017): Constrained optimisation, 
as the name suggests, constrains the optimisation function by incorporating a fairness metric 
during the model training by either adapting an existing learning paradigm or through wrapper 
methods. In essence, this approach changes the algorithm of the AI model. In addition to 
fairness metrics, other constraints that capture disparities in population frequencies can be 
included, resulting in trade-offs between the metrics. 

The chosen fairness metric can result in vastly different models and hence, this approach is 
heavily reliant on the choice of the fairness metric, which results in difficulty to balance the 
constraints as well as unstable training. 

3. Adversarial approach (Celis & Keswani, 2019; Zhang et al., 2018): While adversarial learning is 
primarily an approach to determine the robustness of machine learning models, it can also be 
used as a method to determine fairness. An adversary can attack the model to determine the 
protected attribute from the outputs. Then the adversary feedback can be used to penalise 
and update the model to prevent discriminatory outputs. The most common approach of 
incorporating this feedback is as an additional constraint in the optimisation process, that is, 
through constrained optimisation. 

1.2.3 Post-processing 

1. Calibration (Pleiss et al., 2017): Calibration is the process where the proportion of positive 
predictions is the same for all subgroups (protected or otherwise) in the data. This approach 
does not directly address the biases but tackles it indirectly by ensuring that the probability of 
positive outcomes is equal across social groups.  

However, calibration is limited in flexibility and in accommodating multiple fairness criteria. 
In fact, the latter is shown to be impossible (Kleinberg et al., 2016). Although many approaches 
such as randomisation during post-processing have been suggested, this is an ongoing area of 
research without a clear consensus on the best approach. 
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2. Thresholding (Hardt et al., 2016; Kamiran et al., 2012): This approach recognises that most 
biases are close to the decision making boundary and that threshold rules rather than a hard 
cut-off can help reduce biased outcomes. One approach that has been suggested includes 
flipping the decisions within a certain threshold: giving favourable outcomes to unprivileged 
groups and unfavourable outcomes to privileged groups (Kamiran et al., 2012). Another 
approach, equalised odds, optimises for the ratio of true positive rate and false positive rate 
across all subgroups (Hardt et al., 2016). This approach is useful when historical bias is not 
present in the data. The threshold values themselves could be decided by a human or through 
statistical methods. The latter is a form of human-in-the-loop approach that allows for the 
human, who might be cognisant of the context of deployment to adjust the threshold values. 

1.2.4 Methods for generative AI  

The methods discussed so far have been developed for supervised learning, which relies on labelled 
data. Many of these methods can be used for facial recognition systems. However, the most recent 
generative AI models are developed self-supervised or unsupervised, without human labelling of the 
data used in the training process. While data provenance remains essential, additional methods have 
been suggested. 

1. Data statements (Bender & Friedman, 2018): A data statement is a framework that goes a 
step further than data provenance to address bias issues when it comes to natural language 
processing and, by extension, to text generation AI. It includes information on annotator 
demography, source of data, languages it covers and the related demography, and the context 
of the data. A datasheet would include nuance such as whether a German text was collected 
from a website with high-German or Swiss-German.  

2. Fine-tuning the pre-trained model (Solaiman & Dennison, 2021): Some approaches to address 
bias in generative AI focus on fine-tuning the pre-trained model with desired characteristics. 
One approach includes the use of a carefully curated dataset that satisfies specific values (e.g., 
gender neutrality) to fine-tune the pre-trained model. Additional examples are added to this 
curated dataset based on the observed shortcomings in evaluations. 

3. Modification to training (Keskar et al., 2019): Models can be trained such that the data are 
tagged to distinguish specific style, content or behaviour, which then results in outputs that 
satisfies these tags. This approach could potentially be used for training with tags that mitigate 
bias in the outputs. 

4. Reinforcement learning with human feedback (RLHF) (Ziegler et al., 2020): After a model is 
pre-trained, the fine-tuning involves human annotators who rank (feedback) the generated 
output of this model. If certain kinds of gender biased outputs are encountered, the humans 
can give a low rank which would then be learnt by the model as something it should not 
output. In a way, this process can be thought of as an equivalent to labeling, but after the 
model has been pre-trained. 

As mentioned earlier, RLHF has shortcomings and could itself introduce bias because it 
depends on the specific humans who are annotating, who may not be representative of the 
groups who are to be protected from bias (Casper et al., 2023). 

Note that replacing gender specific words with gender neutral words (and their mapping) in word 
embedding is unlikely to mitigate bias (Gonen & Goldberg, 2019). Bias mitigation approaches for 
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generative AI is an ongoing research area and the methods listed in this section are proposals that are 
yet to be rigorously tested. 

2 TOOLS FOR BIAS EVALUATION 

Currently, no tool adequately detects and mitigates bias in generative AI systems. This is primarily 
because the state of the art is limited and is an ongoing research area. Thus, the tools below do not 
cater to generative AI, yet. 

List of tools: 

1. IBM AIF 360 

2. Fairlearn 

3. Holistic AI 

4. Aequitas 

5. What-If Tool 

6. Other tools considered 

2.1 IBM AIF360 

IBM AIF3603 is limited in its scope but covers important bias detection and mitigation techniques—
pre-, in- and post-processing. However, it does not account for proxy variables, especially as one needs 
to specify the protected class.  

Pre-processing techniques in the tool include reweighing and transformation, in-processing 
techniques include adversarial approach, and post-processing includes calibration and thresholding. 
Currently, the tool is limited in the number of important pre-processing methods. 

This open-source tool is primarily designed for machine learning. It has been maintained for more than 
five years, has the possibility to update and add methods.  

The use of this tool requires basic Python/R programming to make the best use. For instance, at least 
one small python code needs to be written per dataset whose bias is to be checked. 

The tool can be run on a self-hosted instance and could potentially be useful for regulators. 
Companies, of course, can rely on their engineers to build on top of this tool. 

 

2.2 Fairlearn 

Fairlearn4 is a tool that was initially developed by Microsoft but has since been open-sourced and 
developed by a wider community. It is well documented and is the most thorough in explaining the 

                                                           
3 IBM AI Fairness 360 is part of a suite of tools developed and open-sourced by IBM. This tool focusses on bias 
and fairness. Other tools in this suite include AI Robustness 360 and AI Explainability 360. URL: 
https://github.com/Trusted-AI/AIF360/tree/master 
4 URL: https://fairlearn.org/ 



AI-Complex Algorithms and effective Data Protection Supervision - Bias evaluation  

14 
 

logic behind the development of the tool as well as the limitations of the specific metrics and modules 
in the tool. It covers important bias detection and mitigation techniques—pre-, in- and post-
processing. In addition, it accounts for proxy variables through the thresholding mechanism.  

Pre-processing techniques in the tool include transformation, in-processing techniques include 
adversarial approach, and post-processing includes thresholding. Currently, the tool is limited in the 
number of important pre-processing methods. 

The use of this tool requires Python programming to make the best use. For instance, there will be a 
need to write python code to call the relevant parts of the software package and to make use of them. 
Examples in the form of Jupyter notebooks have been included to help with this. 

The tool can be run on a self-hosted instance and could potentially be useful for regulators. This tool 
can be used to assess FRT. Only structured data for classification and regression is considered 
currently. 

2.3 Holistic AI 

HolisticAI5 provides AI governance products and services. For bias detection and mitigation, it also 
includes an open-source tool6, which is well documented and can be used as-is without the rest of 
the services offered by the company. 

It covers important bias detection and mitigation techniques—pre-, in- and post-processing. Pre-
processing techniques in the tool include reweighing and transformation, in-processing techniques 
include regularisation and constrained optimisation, and post-processing includes calibration and 
thresholding. Currently, this tool offers the largest set of state of the art techniques. 

The use of the open-source tool requires Python programming. However, the company offers services 
that could make it possible to use the tool without programming experience. 

It can be used for binary and multi-class classification regression and clustering.  

2.4 Aequitas 

Aequitas7 is an open-source tool designed to assist with detecting bias in AI systems. It is limited in its 
scope and has not seen much development in the past five years, primarily because it was the result 
of an academic project. However, the tool can be useful for developers of AI systems who can 
customise the tool for their purpose. 

It covers pre-processing techniques such as transformation and massaging, and post-processing 
techniques such as thresholding. It also provides specific examples to detect bias in AI techniques such 
as logistic regression and random forest. However, it only covers binary classification.  

2.5 What-If Tool 

What-If Tool has been developed and maintained by Google. It can be used in several ways: through 
Jupyter notebooks, Tensorboard and on Google Cloud. Jupyter notebooks has the option of running 
the tool on the browser. Google claims that it does not "store, collect or share datasets" when this 
tool is used on the browser. 

                                                           
5 URL: https://www.holisticai.com/ 
6 URL: https://github.com/holistic-ai/holisticai 
7 URL: https://github.com/dssg/aequitas 
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Overall, this tool can be useful to explore and understand the dataset. It also allows to explore 
alternatives (counterfactuals), something that is not present in any of the other tools currently. If the 
model in tensor format is available, then bias test can also be run on it. 

Overall, after an initial learning curve, this tool is the most user friendly and could be used with 
minimal or no coding. However, the tool is not designed to cover a wide range of bias mitigation.  

2.6 Other tools considered 

• Amazon Sage Clarify: This tool has a range of bias detection and mitigation mechanisms. 
However, it can be used on Amazon AWS only. 

• Microsoft Responsible AI toolbox and AzureML: Incorporates the open-source tool Fairlearn 
for bias detection and mitigation into a larger suite for AI governance. AzureML, as the name 
suggests, primarily caters to the users of Microsoft’s cloud service—Azure.  

• Secunet Antibias tool: This tool is in the development stage (as of December 2023) but intends 
to incorporate synthetic data into facial image dataset with the intention to improve 
performance of facial recognition system across groups. At this stage, two documents are 
available describing a proposed approach.8 However, no tool is available yet. As might be 
obvious, the potential future tool will be restricted to facial images and cannot be used for 
any other kinds of AI systems. 

CONCLUSION 

When personal data, including pseudonymised data, is used for the development of AI systems, data 
protection obligations apply. As a baseline, AI models should not use personal data such as first name, 
last name, date of birth, address and special categories of personal data, except when allowed under 
the EU AI Act for bias detection and correction. In addition, it is important to be cognisant of proxies 
that can allow for the inference of personal data and be the cause of bias. 

Biased AI systems can harm people and mitigating bias is important. Understanding the sources of 
bias and data provenance is essential to mitigate bias. Various technical approaches at different stages 
of AI system development have been proposed to address bias.  Open-source tools that include some 
of these approaches are available. These tools are at various stages of development and most of them 
require programming skills to use effectively. However, these technical approaches and tools should 
be complemented with contextual and socio-cultural knowledge as AI systems are not purely 
technical, but socio-technical.  

 

 

 
  

                                                           
8 URL: https://arxiv.org/abs/2305.19962 and https://arxiv.org/abs/2311.10476  

https://arxiv.org/abs/2305.19962
https://arxiv.org/abs/2311.10476
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